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FIF'! H SEMESTER 

Roll !'Jo . ..... . 
I. TICILICSD 

END .SEMESTER EXAMINATION _Nov-De.c, 2 023 . 

C0327 MACHINE.LEARNING 
Tim ·;:_ 3:00 1-/ours /Wax. ll1arlis: 40 

f
Note: 1\nswer ALL questions- --

Assume suitable missirig data, if any. 
_ _____ S,0 # is course outcome(§_)_ !:_eJ9t~d to the question. ____ _ 

i. A11alyze and categorize the ioiiowing tasks into distinct tr,rncl1cs c,f 1rachine ltJ rn ing, 
prov iding reason tng for your c!assifications: 

a Predicting anomali es in a complex network system using real-t:me <lata str~nr;-i:.,. 
h !denti ry ir,g '=mergent r,atterns in a collectior_ of unstructured textual data w it i1011= lahe\-.:,d 

cateEories. 
~ . 

,_'. u esigning an algorithn! to 0pti n;ize resource al locatio11 in a ::; :na:t grid systen1 b 33t:ti 1,11 

;l uctuating denrnnds and envi ronmental facto rs. 
r. Ci ec1t ing a mod::::l to anticipate traffic congestion patterns m a rnetropontan ,irtu 

cr,nsideri ng various infit:encing factors. 
, _ Developing a system -!'or a humanoid robot to learn and adap~ its rnove111e111 s in ai 1 

unk11mvn cnvironmt:llt thro Ligh continuous interact ion and feedback. 
Extractin g mean ingful insights from a vast database of satelli te images 111 detect c:1.J 
rred ict natural disasters. 

;; _ Constrncting an algorithm tu personalize on:ine shopping reco;11111endatF_);,s i; 11· user-.; 

based on their browsing history and behavior. 
·h. Formulating a strategy fc:,r an autonomous vehicle to navigc1te dy namic and unpret1 ict:1ble 

urban ~rr.ffi c scenarios wilile ensuring passenger safety. 

2ia! 

1 n your analysis, delineate ho w each ta:ik aligns with eiiher si.1perviseci k nn11r:y,. 
unsupervised learning, re:nforcement learn ing, or a combinatiui: thereof Provide 
_;us tiftcations [NOT MORE T HAN 2 sentences] for yonr ciassifi cations based on tile 
n.1ture of the learning problem, available data, and the speci fie characterislics or tr1,_•i; 

machine learn ing branch. 11 xc -:.- ~I !C0 1 l 

You are rrovi cled witll a dataset representing customer prufi les and ihei, pu ;ciH,:;:ng 
dec:sinns (._fo r a sports bike;) . Yo ur task is to construct a decision tree to predicl w hclhrr 
a customer will make a pu rchase ('BLty'). rind the optimai threshold to make age a binary 
variable and bui ld the decision tree fo r dataset in Table I using Gin i index. Use med::v1 
value appre,ach to hand le missing values. Additionally, to prevent overfitting, it's 
necessary to en~urc that there are at least two samples at every leaf1 iouc fo llowing a -~plit. 

n...L211co1 .--,~--2 · l - ' .,. ,._ , , ~ \.. t I 



Table I 
Customer Age Income Car I Credit Buy 

ID (Years) Owner Rating 
-

1 A 25 Low No High No ..__ ___ 

1- t-- - 35 Low Yes Low Yes 
I-

, 45 High No Medium Yes 
4 · 20 Medium Yes High Yes 
5 . 40 High No Low No 
6 - 3!:1 Low Yes High Yes 
7 50 Medium No Medium No 
8 .. 30 High Yes Low Yes 
9 . 22 Low No High No 
10 60 High Yes Medium I Yes 

[bl Consider the dataset in Table I again and built a full decision tree ignoring overfitting 
condition. Use the decision trees built in 2[a] and 2[b] and find change in accuracy on 
test dataset in Table ll. [41 [CO2] 

Table II 
I Customer Age Income Car Credit I Buy 

ID (Years) Owner Rating -
11 32 High No High Yes 
12 28 Low No· Low No 
13 47 High Yes Medium Yes 
14 23 High Yes High Yes 
15 55 High Yes Low No 
16 37 Low No Medium No 
]7 41 Low Yes High No 

3. Answer a11y TWO of the followings 
!aJ An epidemiological study was conducted to understand the relationship between lifestyle 

factors and the incidence of a particular chronic disease. The collected data is presented 

in Table III. It has three attributes: Age Group= younger (Y) or older (0), Dietaty Habir 

= vegetarian (V) or non-vegetarian (NV), Exerc\.se F~~quen_cy ~ regular (R) or irregular 

(I),· and Smoking Hahit = smoker (S) br non-smoker (NS). Predict the . likelihood, o'r 

developing the chronic disease (D = Yes, N = No) for an older individual with a non

vegetarian diet, regular exercise, and who is a smoker using the nai've Bayes classifier. 

Show each step clearly . 141 !CO2, C031 

Table III 
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II.JI A meteoro logical research team is analyzing a simpl ified dataset containing readings 

from different weather stations. The dataset is given in Table IV with features: 

Temperature and Humidity. The team decides to use the le-means clustering algorithm tc 

categorize these samples into two distinct grollps (k = 2) based on their similarities in 

temperature and humidity. The initial centroids are chosen as ( 10, 80) for Centroid I and 

(20, 60) for Centroid 2 . Perform k-means clustering for two iterations and provide lhe 

duster assignments and centroids after each iteration . Using graphical representations, 

demonstrate how the intra-cluster distances change across iterations. Hint: intra-cluster 

distance in average distance of all points from centroid in a cluster. 141 jC02J 

Table IV 

Sample No. 1 2 3 4 5 6 

Temperature JO 11 10 20 21 20 

(°C) 
Humidity(%) 80 79 8 l 60 59 61 

[cl A health research team wants to classify patient data for a study on lifestyle diseases. The 

dataset is given in Table V with features: Body Mass fndex (BM[) and Average Daily 

Steps. Each record has been classified as either "High" or "Low" for lifestyle diseases. 

Note that there is an outlier preset at record number 7. A new patient's record comes in 

with BMI = 27, and Average Daily Steps = 2900. Using the k-Nearest Neighbors 

algorithm classify the new patient's risk category based on the provided dataset. Ideniify 

the suitable value k to mitigate the effect of outlier. [1 + 1 +21 !CO2 J 

Table V 

Patient ID I 1 2 3 4 5 6 7 8 

BMI 25 30 28 35 24 40 26 45 

Average 3000 2500 2800 2000 3200 1500 3 JOO l 000 I 
Daily Steps 

High I High 
~Risk Low High Low High Low High 

Category I 

4. Answer any TWO of the followings 

!al Consider a two-layer neural network used for binary classification. The network has an 

input layer with .2 neurons, a hidden layer with 2 neurons, and an output layer with 1 

neuron. The activation function for the hidden layer is ReLU'(Rectified Linear Unit) , and 

for the output layer, it's a sigmoid function. The network is trained using the binary cross

entropy loss function and stochastic gradient descent (SGD) with a learning rate of O .0 I. 

The initial weights and biases are as fo llows: Weights from input to hidden layer: W 1 = 

[[0.5, -0.6] , [-0.4, 0.8]], Bias for hidden layer: b, = [0.2, -0.2], Weights from hidden to 

output layer: W2 = [0.3, -0.5], Bias for output layer: b2 = 0. Consider the network is trained 

with a single training sample (X = [ 1.0, 2.0], Y = 0). Perform the forward pass to calculate 

activations at hidden layer and output layer, and then compute the loss. 141 IC021 

lhl Consider the neural network in 4[a] again and perform the backpropagation to update the 

we"ights· and biases-..Calculate the updated ·weights W1 , W2, and ~iases b1, b2 after one 

iteration. She~ Y<?ur calculatio·n_s for the forward p~ss, loss calculatio11, and 

backpropagation steps. · !4i !CO2 I 



!cl Consider a dataset consisting of three observations, each with two features . The datasel 
is given in Table VJ. Perform Principal Component Analysis (PCA) on this dataset. 

51a] 

O b;ervatioq I 
Fea·ture ·1 
Feature 2 

- -

141 1co21 
Table V --

' 1 2· 
. .., 

i . . ) 

2.5 0.5 2.2 
2.4 0.7 2.9 

•1 · 1- , ~· • f · · [ l 0-9 37] I 91 ~ . I E' ~n 70-• rn . : .L:.igen val ues o · tile matrix 
0

_
937 1 

are . .., / w1t1 "'.1genvector [ u. :, 

U.70'i} aqd 0.063 wit:1 Cigen.vector (-0.707, 0.707] . 

. '\ car can operate in three modes: Electric Mode (S 1), Hybrid Mode (S2) , r1nd Gass•line 
fvlode (S3), each representing a state in the M&rkov Decision Processes (fv1DP). The car' '."i 
systell! mus! decide which mode to switch to, aiming to opiimize fuel effic iency and 
b2.tte1y usage. Actions and their rewards are defined for each s_tate: from S ! , switc.h to S2 
(+ I 0) or stay in S l (O); from S2, switch to SJ (+5) or br~ck to S 1 (+2); from SJ ~ end th(; 

tri p (+20) . With a discount factor of0.5 and initial state values of 0, perform (1ne itc,·&(C: ;i 

of value iteration, calculating updated values for each state. 141 !COl , C03 ! 

!bl Consider an autonomous robot in a 4x4 warehouse grid~ tasked with delivering items to 

a specific area . Each grid cell represents a different warehouse area. 'G' is the delivery 
area. The robot srnrts from area 1. The robot consumes energy (-0.2 reward) for each 
inove and gains a sigilificant energy saving (+5 reward) upon successful delivery to 'G' . 

7 he robot's route is: 1 -+ 2-+ 3 -+ 4-+ 8-+ 12-+ 11 -+ i5-+ G. Using Tempon-d 

Difference Learn ing (TD(O)) with a learning rate (a) ofO.l and a discount factor (y) o[ I. 
determi ne the updated efficiency vaiue of area l a-fl.er one delivery, starting frum 0. 

141 1co21 

--·--Bes t of Luck----

' I 
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